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Schedulini Features i ~

« Advanced scheduling capabilities on a grid consisting of distinct computing platforms
» Adaptive Scheduling, to periodically adapt the schedule considering:
« Applications demands
« Dynamic characteristics of Grid resources
« Adaptive Execution, to migrate running applications:
« to adapt it to the dynamic availability, capacity and cost of Grid resources.
« to satisfy its new requirements or preferences.

« Different Application Profiles
« Array jobs, provides parameterized and repeated execution of the same task (HTC)
» Job dependencies, execution of abstract workflows involving branching and looping

» Fault detection & Recovery capabilities
« Detect and recover from the remote failure situations
* Recover from local failure.
* Modular Scheduler Architecture
« Scheduling policies, to allow prioritization of jobs and users.
* Reporting & accounting facilities provide detailed statistics of usage on the grid

-
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2. GridWay 5.0 Features and Benefits

User Interface Features i

* Application compatibility
* Not bounded to a specific class of application, generated by a given programming
environment
* Not require specific application deployment on remote hosts
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¢ DRM-like Command Line Interface, CLI similar to that found on Unix and DRM systems
such as PBS or SGE

e Standard Applications APl (DRMAA)
« Integration of ISV’s applications to GridWay
» Compatibility with DRM systems that implements the standard, such as SGE, Torque...
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2. GridWay 5.0 Features and Benefits

DeEIozment Features i

e Support for multiple-users
» Globus installation is not required in each end-user system
« Firewall requirements
« The administrators have full control of meta-scheduling
« Interoperability, simultaneously interface to distinct middleware deployments (Globus WS,
Globus pre-WS, LCG)
» Flexible and extensible architecture
e Information drivers: MDS2 (MDS schema), MDS2 (Glue schema) and MDS4
» Execution drivers: pre-WS GRAM and WS GRAM
» Transfer drivers: GridFTP and RFT

* Deployment Strategies, does not require the installation or deployment of new services
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 Single user
 Enterprise Grid
* Partner Grid
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3. GridWay 5.0 Scheduling Architecture
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4. Scheduling Infrastructures with GridWay 5.0
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« Uniform environment and flexible infrastructure

« Decoupling between applications and the local DRMS

« Integration of non-interoperable independent platforms
(vertical silos)

« Greater utilization of underlying resources
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4. Scheduling Infrastructures with GridWay 5.0
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Grid Infrastructure i
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Information Manager: Dynamic Discovery & Selection (MDS2 &
MDS4)

Execution Manager: Pre-WS and WS GRAM

Transfer Manager: GridFTP

Scheduling Module: user round-robin + flooding, (max.
resources, user)

CLI & API

Gridway daemon

Execution
Manager

Scheduling
Module

Transfer ][ Information

Manager Manager
( scecwster ] (__pescuster ) | Fork ) (_ PBSCluster  pesseess(  pPBSCluster ]
( Aquila ) Hydrus ) | Ursa ) ( Aquila ) ( Hydrus ]

Sy nes g
= =
79

)

S

Sy 33
= =3
FS

| Globus Toolkit 4.0.1 (WS)

‘ ‘ LCG 2.7.0 (based on pre-WS GT) ‘

.

GridWay Team

The GridWay Metascheduler 10




5. GridWay 5.0 Demonstration

1 -1
4 » . h
”=Imdx Numerical / o= A i A= (% +0)h
0 Integration | ] e i=0
i b B
v (rc = drmaa_init(...); R
f nintervals setup_job_template();
i //Bulk job successfully submitted
; rc =drmaa_run_bulk_jobs(...);
//Waiting for job to finish...
rc = drmaa_synchronize(...)
. //A11 Jobs finished
: * for (i=0; i <end + 1 ; i++){
Cyclic distribution
Ffscanf(fp,"%f",&pi_t);
pi += pi_t;
Job 0 Job1 Job 2 . }
printf(stderr,"\nP1=%f\n"",pi);
jobs drmaa_exit(...);
_ pj § _exit(...) )
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Information and download at http://www.GridWay.org
Open source license
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The GridWay Metascheduler

Support Forum at http://www.GridWay.org/forum/
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More Information and Tutorials i
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glipcglubus'wolkh

Grid Ecosystem at Globus site

[[ull

Tutorial at IBM site

microsystems

Installation on Solaris at Sun Microsystems site

o

DRMAA support and scﬁeduling use case at GGF site
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Grid Infrastructures Usina GridWax I

 IRISGrid: The Spanish National Grid Infrastructure

* CABGrid: A Virtual Laboratory for Computational Astrobiology

Chemistry Virtual Organization
» Grid Activities at ESAC (European Space Agency)
* CRO-GRID Infrastructure
* Sun Solution Center World Grid

More information at http://www.gridway.org/solutions.php
.

» C2VO: Grid infrastructure development for the implementation of a Computational
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Thank you
for your attention!

More information...
http://www.GridWay.org

contact@gridway.org
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